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Where do we stand? 2
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What do we need? 3

-Would be great to get LHE and LHE + shower files for direct
comparison to make sure we are doing something sensible

Maybe 1M LHE events and 100k HepMC?

-We are currently generating the integration grids on private
(highly multicore) resources like the authors. CMS is using
IXxbatch. Is there a reason we all don't share integration grids?

(need to agree on things like the top mass)



