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Higgs ~ 2017: a lot of information
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Limits on Higgs width

Obtain limits on Γ
H
 combining on-shell and off-shell measurements.

Profiling μ
ggF

 and μ
VBF

 on data.

Assuming same on-shell and off-shell couplings;

ATLAS results;  Γ
H
 < 22.7 MeV @ 95% CL (<33 MeV expected)

CMS results; Γ
Η
 < 22 MeV  @ 95% CL (<33 MeV expected)
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Coupling Combination: 
1) Signal Strengths 
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14

(H
) [

fb
/G

eV
]

T
/d

p
fid

 
σd

-310

-210

-110

1
 (8 TeV)-119.7 fbCMS

sys. unc.)⊕Data (stat. H (POWHEG+JHUGen) + XH→gg

Systematic uncertainty H (MiNLO HJ) + XH→gg

Model dependence H (HRes) + XH→gg

XH = VBF + VH + ttH

(H) [GeV]
T

p
0 20 40 60 80 100 120 140 160 180 200

Ra
tio

 to
 H

Re
s

0
0.5

1
1.5

2
2.5

 [GeV]
HT,

p
0 20 40 60 80 100 120 140 160 180 200

 [f
b/

G
eV

]
Tp

 / 
d

fid
σd

0.01

0.02

0.03

0.04

0.05

0.06 data syst. unc.
HX) + MiNLO HJ+PS (H→gg

HX) + PS+OWHEGP (H→gg
HX) + ESHR (H→gg

Htt + VH  =  VBF + HX

 ATLAS
l 4→ ZZ* →H 

-1 L dt = 20.3 fb∫ = 8 TeV s

data syst. unc.
HX) + MiNLO HJ+PS (H→gg

HX) + PS+OWHEGP (H→gg
HX) + ESHR (H→gg

Htt + VH  =  VBF + HX

(H
) [

fb
/G

eV
]

T
/d

p
fid

 
σd

3−10

2−10

1−10

1

 (13 TeV)-135.9 fbCMS Preliminary

(H
)>

20
0 

G
eV

)
T

(p
σ 

501

sys. unc.)⊕Data (stat.

Systematic uncertainty

H (POWHEG+JHUGen) + XH→gg

XH = VBF + VH + ttH

(H) [GeV]
T

p
0 50 100 150 200 250

Ra
tio

 to
 P

O
W

HE
G

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

   

 [GeV]
lT,4

p

 [f
b/

G
eV

]
l

T,
4

p
/d

σd

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14 ATLAS Preliminary

-113 TeV, 36.1 fb
l 4→ ZZ* →H 

Data
Syst. uncertainties

 = 1.1, +XHkHRes 
 = 1.1, +XHkNNLOPS 

 = 1.47, +XHkMG5 FxFx 
XH = VBF+WH+ZH+ttH+bbH

-value NNLOPS = 25%p
-value MG5 FxFx = 42%p

-value HRes = 21%p

 [GeV]
lT,4

p
0 10 15 20 30 45 60 80 120 200 350

Da
ta

/T
he

or
y

0.5
1

1.5
2

2.5

• Slightly harder pT spectrum at 
8 TeV for ATLAS measurement 

• No significant deviations from 
SM predictions

[ATLAS-CONF-2017-032]

[CMS-PAS-HIG-16-041] [JHEP 04 (2016) 005]

[Phys. Lett. B 738 (2014) 234]
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Higgs ~ 2017: a lot of information

AFTER RUN I / BEGINNING OF RUN II:
•Scalar O+ particle
•It couples to both fermions and bosons
•All main production mechanisms observed
•Mass known to 0.2% accuracy [→ implications for mass shift, ΓH]
•Overall, good agreement ~10/20% with SM predictions

MORE DATA/ HIGHER ENERGY REACH

•(Precise) differential distributions are coming in
•Access to tails of distributions (boosted H→bb, pt,H > 450 GeV)



SM Higgs redux
IN THE SM
•the Higgs is a neutral spin 0 particle ✔
•couplings to fermions ∝ masses ✔
•couplings to W/Z ∝ masses squared ✔
•couplings to photons/gluons loop-induced 
•HHH coupling ∝ mH2

AND BEYOND…
•in a ``typical’’ BSM theory, this is no longer true
•in a ``natural’’ BSM theory, expect O(1) modification of Higgs 

properties 
• (as a bonus: in any ``non pathological’’ theory where mH is computable, if 

Higgs is light new light d.o.f.)



Precision in the Higgs sector

Looking for NP in the Higgs sector: very roughly, NP at a scale Λ induces 
modifications to SM predictions δO ~ Q2/Λ2.

To probe reasonably high ~ TeV scales:
•control to few percent in the bulk of the distributions (Q ~ mH)
•control to ~10/20% (or better) in the tails (boosted/off-shell…)

While we are still far from such kind of accuracy from an exp. point of 
view, such accuracy is not unreasonable in the long run (Run II - HL)

We should match this on the theoretical side… 



“Few percent’’: the theory side
d� =

Z
dx1dx2f(x1)f(x2)d�part(x1, x2)FJ(1 +O(⇤QCD/Q))

Input parameters: ~few percent
NP effects: ~ few percent

No good control/understanding of 
them at this level. LIMITING FACTOR 

FOR FUTURE DEVELOPMENT

HARD SCATTERING MATRIX ELEMENT

•αs ~ 0.1 → For TYPICAL PROCESSES, we need Nxx for ~ 10% 
and NNxx for ~ 1 % accuracy. Processes with large color 
charges (ggF): αs CA~ 0.3 → N3xx

•Going beyond that is neither particularly useful (exp. 
precision) NOR POSSIBLE GIVEN OUR CURRENT UNDERSTANDING 
OF QCD



Input parameters: PDFs
Modern PDF sets, with LHC data to help constraining the gluon (top 
differential, Z pt, di-jet…): substantial decrease in PDF error
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Figure 5.15: PDF dependence of the Higgs production cross-sections at the LHC 13 TeV for gluon
fusion, tt̄ associated production, and V H associated production. All results are shown as ratios to the
central NNPDF3.1 result. Only PDF uncertainties are shown.

6 Summary and outlook

NNPDF3.1 is the new main PDF release from the NNPDF family. It represents a significant im-
provement over NNPDF3.0, by including constraints from many new observables, some of which
are included for the first time in a global PDF determination, thanks to the recent availability
of the corresponding NNLO QCD corrections. Notable examples are tt̄ di↵erential distributions
and the Z boson p

T

spectrum. From the theory point of view, the main improvement is to place
the charm PDF on an equal footing as the light quark PDFs. Independently parametrizing the
charm PDF resolves a tension which would otherwise be present between ATLAS gauge boson
production and HERA inclusive structure function data, leads to improved agreement with the
LHC data, and turns the strong dependence of perturbatively generated charm on the value of
the pole charm mass into a PDF uncertainty, as most of the mass dependence is reabsorbed into
the initial PDF shape.

The NNPDF3.1 set is also the first set for which PDFs are delivered in a variety of formats:
first of all, they are released both in Hessian and Monte Carlo form, and furthermore, the default
sets are optimized and compressed so that a smaller number of Monte Carlo replicas or Hessian
error sets reproduces the statistical features of much larger underlying replica sets. We now
discuss how both Hessian and Monte Carlo reduced sets have been produced out of a large set
of Monte Carlo replicas; we then summarize all PDF sets that have been made public trough
the LHAPDF interface; and finally we present a brief outlook on future developments.
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Figure 5.16: Same as Fig. 5.15 for single Higgs production in vector boson fusion (left) and double Higgs
production in gluon fusion (right).

6.1 Validation of the NNPDF3.1 reduced sets

Default NNPDF3.1 NLO and NNLO PDFs for the central ↵
s

(m
Z

) = 0.118 value, as well as
the modified version with perturbative charm discussed in Sect. 3.4, have been produced as
Nrep = 1000 replica sets. These large replica samples have been subsequently processed using
two reduction strategies: the Compressed Monte Carlo (CMC) algorithm [25], to obtain a Monte
Carlo representation based on a smaller number of replicas, and the MC2H algorithm [24], to
achieve an optimal Hessian representation of the underlying PDF probability distribution with a
fixed number of error sets. Specifically, we have thus constructed CMC-PDF sets withNrep = 100
replicas and MC2H sets with Neig = 100 (symmetric) eigenvectors.

In Fig. 6.1 we show the comparison between the PDFs from the input set of Nrep = 1000
replicas of NNPDF3.1 NNLO with the corresponding reduced sets of the CMC-PDFs with
Nrep = 100 replicas and the MC2H hessian PDFs with Neig = 100 eigenvalues. The agreement
between the input Nrep = 1000 replica MC PDFs and the two reduced sets is very good in all
cases. By construction, the agreement in central values and PDF variances is slightly better
for the MC2H sets, since the CMC-PDF sets aim to reproduce also higher moments in the
probability distribution and thus possibly non-gaussian features, while Hessian sets are Gaussian
by construction. Following the analysis of [24, 25] we have verified that also the correlations
between PDFs are reproduced to a high degree of accuracy.

In order to validate the e�ciency of the CMC-PDF algorithm reduction from the starting
Nrep = 1000 replicas down to the compressed Nrep = 100 replicas, in Fig. 6.2 we show, following
the procedure described in [25], the summary of statistical estimators that compare specific prop-
erties of the probability distributions defined by the input Nrep = 1000 replicas of NNPDF3.1

NNLO and the corresponding compressed sets as a function of eNrep, the number of replicas in

the reduced set starting from eNrep = 100. We compare the results of the compression algorithm

with those of random selection of eNrep replicas out of the original 1000 ones: the error function
ERF corresponding to central values, standard deviations, kurtosis and skewness, correlations
and the Kolmogorov distance are all shown. These results indicate that a CMC-PDF 100 replica
set reproduces roughly the information contained in a random eNrep = 400 PDF set.
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Figure 5.15: PDF dependence of the Higgs production cross-sections at the LHC 13 TeV for gluon
fusion, tt̄ associated production, and V H associated production. All results are shown as ratios to the
central NNPDF3.1 result. Only PDF uncertainties are shown.
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NNPDF3.1 is the new main PDF release from the NNPDF family. It represents a significant im-
provement over NNPDF3.0, by including constraints from many new observables, some of which
are included for the first time in a global PDF determination, thanks to the recent availability
of the corresponding NNLO QCD corrections. Notable examples are tt̄ di↵erential distributions
and the Z boson p
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spectrum. From the theory point of view, the main improvement is to place
the charm PDF on an equal footing as the light quark PDFs. Independently parametrizing the
charm PDF resolves a tension which would otherwise be present between ATLAS gauge boson
production and HERA inclusive structure function data, leads to improved agreement with the
LHC data, and turns the strong dependence of perturbatively generated charm on the value of
the pole charm mass into a PDF uncertainty, as most of the mass dependence is reabsorbed into
the initial PDF shape.

The NNPDF3.1 set is also the first set for which PDFs are delivered in a variety of formats:
first of all, they are released both in Hessian and Monte Carlo form, and furthermore, the default
sets are optimized and compressed so that a smaller number of Monte Carlo replicas or Hessian
error sets reproduces the statistical features of much larger underlying replica sets. We now
discuss how both Hessian and Monte Carlo reduced sets have been produced out of a large set
of Monte Carlo replicas; we then summarize all PDF sets that have been made public trough
the LHAPDF interface; and finally we present a brief outlook on future developments.
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•PDF error reduced to ~ percent in 
all main channels

•PDF sets seem consistent
• Time for PDF community to start 

thinking at new source of errors (TH)?
• Do scale setting issues in di-jet affect 

this picture? How much?



Inclusive quantities
[Cross section → S. Forte’s talk; Rapidity distribution → M. Ebert’s talk]

•At the few percent level, everything becomes relevant

GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

▸ LHC predictions demand effects beyond pure EFT 

▸ Mass corrections & EWK effects

~88.2%

GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

▸ LHC predictions demand effects beyond pure EFT 

▸ Mass corrections & EWK effects

~88.2% GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

~88.2%

▸ Many residual uncertainties of comparable importance 

▸ Todo List:  - Full mass dependent NNLO  
- Mixed                  corrections 
- N3LO PDFs 
….

O(↵↵S)gg
[Mistlberger, QCD@LHC2016]

•Good (N3LO + 
N3LL) QCD 
control, in the 
HEFT approx

•Mass (t,b) effects? 
→ see M. 
Wiesemann's talk

•EWxQCD?

•New developments: 
N3LO + N3LL’ dσ/dy, 
[Ebert, Michel, 
Tackmann (2017)] → see 
Markus’ talk



Recent progress: b-mass effects@NLO
Higgs transverse momentum distribution

11

Results

y Top-bottom interference at 𝒑𝑻,𝑯=30 GeV: -6% at LO and -7% at NLO

y Large relative corrections to top-bottom interference ~ relative corrections to top-top ~ 40%

y Large mass renormalization-scheme ambiguity 

y At small 𝒑𝑻,𝑯 the ambiguity is reduced by a factor of two at NLO; less pronounced at larger 𝒑𝑻,𝑯

[Lindert, Melnikov, Tancredi, CW ’17]

3
Bottom corrections

Introduction

y QCD corrections to Higgs production known to be large, about hundred percent at NLO

y At 𝒑𝑻,𝑯 larger than twice the bottom mass, the 𝑔𝑔𝐻 coupling is not point-like

y Bottom corrections naively suppressed
compared to top by factor

Top loop dominant:

y Bottom amplitude contains large Sudakov-like 
logarithms, suppressed actually by

y In fact, LO bottom contribution ~ 5-10% of LO top contribution at           

y Inclusive production cross section at N3LO to few percent accuracy, using a point-like, top-loop 
induced 𝑔𝑔𝐻 coupling (HEFT) [Anastasiou et al’16]

Largish non-Sudakov double logs
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•Large corrections 
to tb interference, 
~ to HEFT K-
factor

•Logs do not seem 
to exponentiate, 
but not so big that 
resummation is 
necessary

• Best prediction for pt,H at small pT? Interplay with pt resummation…
• Best way to include these effects, e.g. for NNLOPS…



Recent progress: the Higgs pt spectrum
[Talks by C. Muselli and L. Rottoli, M. Wiesemann for EFT]

[Bizon, M
onni, Re, 

Rottoli, Torrielli (2017)]

•Perturbative results very stable (resummation effects: 25% at pT = 15 GeV, 
~0% at pT = 40 GeV). Similar pattern for jet veto (and Z pt)

•Significant reduction of perturbative uncertainties from NLO+NNLL to 
NNLO+NNLL. Addition of N3LL effects does not lead to substantial error decrease. 
Is this understood? How do these predictions compare to e.g. NNLOPS?

RadISH, 13 TeV, mH = 125 GeV

µR = µF = mH, Q = mH/2

PDF4LHC15 (NNLO)
uncertainties with µR, µF, Q variations (x 3/2)

Fixed order from PRL 115 (2015) 082003
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Figure 4. Comparison among the matched normalised distributions at N3LL+NNLO, NNLL+NNLO, and
NNLO. The uncertainties are obtained as described in the text.

cancellations implicit in the observable’s defintion. In particular, we studied the class of inclusive
observables that do not depend on the rapidity of the QCD radiation. Members of this class are,
among others, the transverse momentum of a heavy colour singlet and the �⇤ observable in Drell-
Yan pair production. We obtained an all-order formula that is valid for all observables belonging
to this class, and we explicitly evaluated it to N3LL up to effects due to the yet unknown four-
loop cusp anomalous dimension. In the case of the transverse momentum of a colour singlet, we
proved that our formulation is equivalent to the more common solution in impact-parameter space
at this accuracy. This equivalence allowed us to extract the ingredients necessary to compute
the Sudakov radiator at N3LL using the recently computed B(3) coefficient [25]. The radiator is
universal for all observables of this class [41], which can therefore be resummed to this accuracy
with our approach. The all-order result was shown to reproduce the correct power-like scaling
in the small-pt limit, where the perturbative component of the coefficient of the intercept can be
systematically improved by including higher-order logarithmic corrections. We implemented our
results in the exclusive generator RadISH, which performs the resummation and the matching to
fixed order, and allows the user to apply arbitrary kinematic cuts on the Born phase space. Although
we explicitly treated the case of Higgs production, the code developed here can automatically handle
any colour-singlet system.

As a phenomenological application, we computed the Higgs transverse-momentum spectrum
at the LHC. In comparison to the NNLL+NLO prediction, we find that N3LL+NLO effects are
moderate in size, and lead to O(10%) corrections near the peak of the distribution and they are
somwhat larger for pt . 10GeV. The scale uncertainty of the matched calculation is reduced by
the inclusion of the N3LL corrections in the small transverse-momentum region. When matched
to NNLO, the effect of the N3LL is pushed towards lower pt values, leading to a few percent
correction to the previously known NNLL+NNLO prediction [37] around the peak, and to more
sizeable effects at smaller pt values. In order to further improve the theoretical control in the
small-medium transverse momentum region, it will be necessary to consider the deviations from
the large-mt approximation. Recently, progress has been made in this respect by computing the
NLO corrections to the top-bottom interference [12]. Higher-order effects due to the leading tower
of logarithms of pt/mb were addressed in ref. [79] and were found to be moderate in size. The
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FIG. 1. Comparison of the Higgs pH

t
NNLL+NLO prediction as

obtained in this letter (red) to HqT (green). For reference, the pre-
dictions obtained with MiNLO at NLO (orange), and FxFx (blue)
are shown. Lower panel: ratio of the various distributions, nor-
malised to their respective central-scale inclusive cross sections, to
the central NNLL+NLO prediction. Uncertainty bands are shown
only for the resummed results.
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FIG. 2. Higgs pH

t
at NNLL+NNLO (red), NNLL+NLO (green),

and NNLO (blue). Lower panel: ratio of the three predictions to
the NNLL+NNLO one.

µR = µF = mH, and Q = mH/2. The perturbative un-
certainty for all predictions is estimated by varying both
µR and µF by a factor of two in either direction while
keeping 1/2 ≤ µR/µF ≤ 2. Moreover, for central µR and
µF scales we vary the resummation scale Q by a factor of
two in either direction.
To validate our result, in the main panel of figure 1 we
show the comparison of our prediction for the Higgs-
transverse-momentum spectrum at NNLL+NLO to that
obtained with HqT [4, 35]. As expected, we observe a very
good agreement over the entire pH

t range between these

two results, which have the same perturbative accuracy.
Our NNLL+NLO prediction is moderately higher in the
peak of the distribution, and lower at intermediate pH

t
values, although this pattern may slightly change with
different central-scale choices. These small differences
have to do with the different treatment of subleading ef-
fects in the two resummation methods. The agreement
of the two results, both for the central scale and for the
uncertainty band, is even more evident in the lower inset
of figure 1, which displays the ratio of the various dis-
tributions, each normalised to its central-scale inclusive
rate, to our normalised central NNLL+NLO curve.
For comparison, figure 1 also reports the pH

t distribu-
tion obtained with the NLO version of POWHEG+MiNLO
[36–38], and with the MadGraph5 aMC@NLO+FxFx [39–41]
event generators, using default renormalisation and fac-
torisation scales for the two methods (in FxFx a merging
scale µQ = mH/2 has been employed). Both genera-
tors are interfaced to Pythia8.2 [42], without includ-
ing hadronisation, underlying event, and primordial k⊥
(whose impact has been checked to be fully negligible
for this observable), and use PDF4LHC15 parton densi-
ties at NLO. By inspecting the normalised ratios shown
in the lower panel, one observes that the shape of the
Monte-Carlo predictions deviates significantly from the
NNLL+NLO results at pH

t ! 60GeV.
Figure 2 shows the comparison of the matched

NNLL+NNLO result to the NNLL+NLO and the fixed-
order NNLO predictions. The inclusion of the NNLO
corrections leads to a 10− 15% increase in the matched
spectrum for pH

t > 15GeV, and to a consistent reduction
in the perturbative uncertainty, to the ±10%-level in
the considered pH

t range. The impact of resummation
on the fixed order becomes increasingly important for
pH

t ! 40GeV, reaching about 25% at pH

t = 15GeV. For
pH

t " 40GeV, the matched prediction reduces to the
NNLO one.

In this letter we have presented a new method, entirely
formulated in momentum space, for the resummation
of the transverse momentum of a colour-singlet final
state in hadronic collisions. We have used it to obtain
the first NNLL+NNLO prediction for the Higgs-boson
transverse-momentum spectrum at the LHC. Higher-
order logarithmic corrections beyond NNLL can be
systematically included within this framework. Our
approach does not rely on any specific factorisation
theorem, and therefore it can be generalised to treat
any observable featuring kinematic cancellations in the
infrared region – like for instance φ∗ in Drell-Yan pair
production [43] or the oblateness in electron-positron
annihilation – as well as to compute any other observable
which can be treated with the methods of refs. [25, 26].
Notably, this paves the way for formulating a simulta-
neous resummation for the Higgs and the leading-jet
transverse momenta at NNLL.

We are very grateful to F. Caola for providing us with

NNLO prediction at high pt matched to N3LL resummation, HEFT 



Exploring the tails: boosted HiggsHÆbb boosted (cont'd) 

z Clear observation of resonant Z signal (standard candle) 
z 𝜇𝑍 = 0.78−0.19+0.23,  5.1V (5.8V expected) 
Î proof of principle 

z Higgs boson searched in the same distribution 
z 𝜇𝐻 = 2.32−1.57+1.80, 1.5V (0.7V expected) 

Î Novel analysis. Very promising technique 
 

29 May 2017 R. Mankel; Higgs couplings & properties (ATLAS + CMS) 35 

bb-tag no bb-tag 

Z H 
W Z 

W 

•Very recent CMS analysis 
for boosted H→bb

•Very nice result for boosted 
Z, robust analysis

•Jet substructure…

•ACCESS TO THE HIGH-PT 
HIGGS SEEMS FEASIBLE

[Discussion about it 
on Saturday]

CMS-PAS-HIG-17-010



Boosted Higgs: theoretical picture
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σgg (pt>pt,cut)  =       1 fb                       1 ab
bb pt,cut ~ 600 GeV pt,cut ~ 1.5 TeV
ττ ~ 400 GeV ~ 1.2 TeV

2l2ν ~ 300 GeV ~ 1 TeV
γγ ~ 200 GeV ~ 750 GeV
4l ~ 50 GeV ~ 450 GeV

•Rates are low, but not 
insignificant

•Very sensitive to 
anomalous ggH 
coupling

•Can help resolving flat 
directions in ggH, ttH 
couplings 

•UNFORTUNATELY, WE 
ONLY KNOW IT AT LO

•NLO would require 
complicated 2-loop 
amplitudes, currently 
under investigation → 
J. Henn



Boosted Higgs: what can we say
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Figure 1. Inclusive Higgs transverse momentum. The main frame displays the central results for
our standard four predictions, as well as the hard-scale uncertainty band relevant to FxFxM. The
upper inset presents ratios of the central results over the FxFxM one. The middle insets highlights
heavy-quark mass e↵ects in both merged and inclusive predictions. The lower insets shows fractional
hard- and merging-scale uncertainties for FxFxM. See the text for further details.

e↵ects start to be visible for pT (H) & 250 GeV, where they suppress the full-SM results

w.r.t. their EFT counterparts. As can be seen from the middle inset, by comparing the

histograms with the symbols, heavy-quark mass e↵ects almost exactly factorise w.r.t. the

merging procedure: they a↵ect equally the merged and the inclusive predictions, which is

quite consistent with what has been already observed for inclusive rates in sect. 3.1. We

note that this applies both to the large- and to the small-pT (H) region. In the latter, for

pT (H) . 50 GeV, the bottom-loop contributions do have a non-negligible impact on the

shape of the distribution, in keeping with what previously found [25, 26, 30]. Finally, the

theoretical systematics that a↵ect the FxFxM result also have a similar pattern as those

relevant to inclusive rates: namely, on the whole transverse-momentum range considered,

hard-scale uncertainties largely dominate over merging-scale ones. The latter are in fact
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Figure 9: Higgs inclusive transverse momentum distribution at LO and NLO⇤. The ribbon is
obtained by varying the factorization and renormalization scale µ =

q
p2

T,H + m2
H

by a factor of 2 and 1/2. The middle panel shows the ratio to the LO cross section.
The lower panel shows the mean of the upper and lower bound change with
respect to the central value in percent, commonly known as the scale uncertainty.
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[Muselli et al (2016)]

[Talks by C. Muselli and L. Rottoli]

M
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ng

At high pt, real emission dominance. Can use this to improve description

Very different methods obtain qualitatively 
similar result (Kfull ~ KHEFT). Can we be 
more quantitative? Detailed comparisons?



Another tail: off-shell Higgs
[Talk by N. Kauer]

Recent result: signal H→VV, bkd gg→VV and interference @NLO. 
Background@NLOPS
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gg=>ZZ @ NLO
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Figure 2: Up, left: cumulative cross section for gg ! (Z/�)(Z/�) ! e+e�µ+µ� at the 8 TeV

LHC as a function of the lower cut on four-lepton invariant mass. Up, right: distribution of the

invariant mass of the four leptons in the reaction gg ! (Z/�)(Z/�) ! e+e�µ+µ� at the 8 TeV

LHC. Lower panes show ratios of the LO (yellow) and NLO (blue) distributions evaluated at three

different scales to the LO distribution evaluated at µ = 2mZ . Low: same as above for the 13 TeV

LHC.

the emitted gluons, including the vanishingly small ones. Calculation of one-loop amplitudes

for gg ! ZZg process becomes unstable if the gluon in the final state becomes soft or

collinear to the collision axis. We deal with these instabilities by switching to quadruple

precision where appropriate. To obtain the gg ! ZZ cross section through NLO QCD,

we combine elastic and inelastic contributions using the qt-subtraction [47] and, as a cross-

check, the FKS subtraction [56] methods. The results that we present in the next Section

are obtained by combining computations performed using the two subtraction schemes.

11

Recently, a big step was taken towards performing 
this analysis at NLO, with the computation of the 
gg=>ZZ for massless loop particles. 

(Caola, Melnikov, Ronstch, Tancredi 15’ ) 

[FC, Melnikov, Röntsch, Tancredi (2015)]
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FIG. 9. Transverse momentum distribution of the four-lepton
system at NLO and LHE-level at 13 TeV.

Sudakov region, for transverse momenta pT
4` > 150 GeV

the NLO and LHE gets closer, as expected following the
usage of the hdamp factor in the POWHEG implementation.

We note, however, that even after the inclusion of the
hdamp factor an exact agreement between the NLO and
LHE results in the tail of the distribution should not be
expected. This is a consequence of the di↵erent choices
for the renormalization and factorization scales used in
the two calculations. The matrix element for the real
radiation is indeed evaluated according to the POWHEG
method at µR = µF = pT

4` for the LHE results, while
for the NLO results they are evaluated at µR = µF =
m

4`/2. In order to quantify the e↵ects of this discrepancy
in Figure 9 we also plot the fixed-order results above
pT
4l > 20 GeV choosing µR = µF = pT

4`. We see that a
reasonable agreement between the three curves is reached
above 200 � 250 GeV, before the two NLO curves start
to depart for higher values of the scales (not shown in
the plot). In any case, we would like to stress that due
to the massless-quark approximation we are working in,
the predictions for pT

4` (or correspondingly pTj ) should not
be trusted for larger values of the transverse momentum,
because the e↵ects of the massive top-quarks in the loop
can no longer be neglected.

Showered results

We now turn to the study of the impact of the par-
ton shower. The results showed in the following are pro-
duced using PYTHIA 8 for the showering and hadroniza-
tion stages. In order to keep the analysis simpler and to
have a more direct comparison with theoretical predic-
tions at the partonic level, we have decided not to include
multiple parton interactions in the following plots.

We also remark that the limitation to only consider the
gluon-initiated channel that is used at the fixed-order or
LHE level is removed when we interface with the par-
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FIG. 10. Invariant mass distribution of the four lepton system
at the LHE level and after shower and hadronization with
PYTHIA 8, compared to the fixed NLO curve.

ton shower, which is free to generate q ! qg initial-
state splittings. This is allowed by the unitary of the
backward-evolved parton shower, which for a given hard
process produces the same total cross-section irrespec-
tive of the partonic splittings allowed. To quantify the
impact of the inclusion of the quarks in the shower, we
have also studied the extreme case where the shower is
only allowed to perform g ! gg splittings3. No appre-
ciable di↵erences for di↵erential distributions are found,
apart from two expected exceptions. First, the transverse
momentum of the hardest jet at very low values, which
is clearly a↵ected by the number and type of splittings
included in the Sudakov exponent. Second, the inclusion
of quarks leads to mildly harder transverse-momentum
spectra, as already observed in [39].
In Figures 10-15 we compare the showered results to

the NLO and LHE results at the nominal scale µ =
m

4`/2. In all the observables we note a scale uncertainty
which varies around 20%, as is the case for fixed-order
predictions.
For observables which are inclusive over the extra radi-

ation, we note an excellent agreement between the LHE-
level results and the POWHEG+PYTHIA 8 predictions. This
is also true for the theory uncertainty bands which over-
lap almost perfectly. As one would expect, the parton
shower does not have a strong influence on these quan-
tities. This is shown for the four-lepton invariant mass
distribution, in Figure 10, in which the single-resonant
peak is still clearly visible. We have verified that the

3 This can be achieved by setting SpaceShower:nQuarkIn = 0 in
PYTHIA 8. Note that this removes quarks altogether, which is
di↵erent from our large gluon flux approximation. As such, this
only provides an upper bound on e↵ects due to the presence of
quarks in the shower.

[Alioli, FC, Luisoni, Röntsch (2016)]

• NLOPS vs merged LOPS comparisons
• qg effects@NLO
• Moving past the top threshold [see e.g. Czakon et al (2016)]
• EW corrections?



Going differential: fiducial, STXS, jets…
[several talks in the next days]Simplified template cross section framework

9

• Maximise experimental 
sensitivity while minimising  
theory dependence 

• Measure cross sections in  
mutual exclusive regions of the  
phase space (“bins”) 

• Several stages proposed with  
increasing split of production  
modes by jet multiplicity, pTH, etc. 
• Today show first stage-0 results 

• Template cross sections serve as input to (BSM) interpretations, e.g. 
signal strength modifiers, coupling scale factors, or EFT coefficients

Chapter III.2. Simplified Template Cross Sections 441
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Figure 217: Schematic overview of the simplified template cross section framework.

simplified template cross sections to reduce their model dependence.

III.2.2 Guiding principles in the definition of simplified template cross section bins
As outlined above, several considerations have been taken into account in the definition of the simplified
template cross section bins.

One important design goal is to reduce the dependence of the measurements on theoretical uncer-
tainties in SM predictions. This has several aspects. First, this requires avoiding that the measurements
have to extrapolate from a certain region in phase space to the full (or a larger region of) phase space
whenever this extrapolation carries nontrivial or sizeable theoretical uncertainties. A example is the case
where an event category selects an exclusive region of phase space, such as an exclusive jet bin. In this
case, the associated theoretical uncertainties can be largely avoided in the measurement by defining a
corresponding truth jet bin. The definition of the bins is preferably in terms of quantities that are directly
measured by the experiments to reduce the needed extrapolation.

There will of course always be residual theoretical uncertainties due to the experimental accep-
tances for each truth bin. Reducing the theory dependence thus also requires to avoid cases with large
variation in the experimental acceptance within one truth bin, as this would introduce a direct depen-
dence on the underlying theoretical distribution in the simulation. If this becomes an issue, the bin can
be further split into two or more smaller bins, which reduces this dependence in the measurement and
moves it to the interpretation step.

To maximize the experimental sensitivity, the analyses should continue to use event categories
primarily optimized for sensitivity, while the definition of the truth bins should take into consideration
the experimental requirements. However, in cases where multivariate analyses are used in the analyses,

442 III.2.2. Guiding principles in the definition of simplified template cross section bins
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Figure 218: Stage 0 bins.

it has to be carefully checked and balanced against the requirement to not introduce theory dependence,
e.g., by selecting specific regions of phase space.

Another design goal is to isolate regions of phase space, typically at large kinematic scales, where
BSM effects could be potentially large and visible above the SM background. Explicitly separating these
also reduces the dependence of the measurements on the assumed SM kinematic distribution.

In addition, the experimental sensitivity is maximized by allowing the combination of all decay
channels, which requires the framework to be used by all analyses. To facilitate the experimental im-
plementation, the bins should be mutually exclusive to avoid introducing statistical correlations between
different bins. In addition, the number of bins should be kept minimal to avoid technical complications
in the individual analyses as well as the global fit, e.g. in the evaluation of the full covariance matrix.
For example, each bin should typically have some sensitivity from at least one event category in order
to avoid the need to statistically combine many poorly constrained or unconstrained measurements. On
the other hand, in BSM sensitive bins experimental limits are already very useful for the theoretical
interpretation.

III.2.2.a Splitting of production modes

The definition of the production modes has some notable differences compared to Run1 to deal with
the fact that the naive distinction between the qq̄ ! V H and VBF processes, and similarly between
gg ! V H and gluon-fusion production, becomes ambiguous at higher order when the V decays hadron-
ically. For this reason, the V H production mode is explicitly defined as Higgs boson production in as-
sociation with a leptonically decaying V boson. The qq̄ ! V H process with a hadronically decaying V
boson is considered to be part of what is called “VBF production”, which is defined as electroweak qqH
production. Similarly, the gg ! ZH process with hadronically decaying Z boson is included in what is
called “gluon-fusion production”.

In principle, also the separation of ZH production with a leptonic Z into qq̄ or gg initial states
becomes ambiguous at higher order. For present practical purposes, on the experimental side the split
can be defined according to the separate MC samples for qq̄ ! ZH and gg ! ZH used in the analyses.

III.2.2.b Staging

In practice, it will be impossible to define a set of bins that satisfies all of the above requirements for
every analysis. Some analyses will only be able to constrain a subset of all bins or only constrain the sum
of a set of bins. In addition, the number of bins that will be possible to measure increases with increasing
amount of available data. For this reason, several stages with an increasing number of bins are defined.
The evolution from one stage to the next can take place independently for each production mode.

[arXiv:1610.0792]

• Model dependence of the acceptances
• Best tools for acceptances, errors, correlations…
• NNLOPS seems to work remarkably well, also when it is not supposed to (e.g. 

H+3j@NLO…). Further studies?



Inclusive rate known to N3LO [Dreyer, Karlberg (2016)]. Moderate corrections

Other channels: VBF
Higgs boson production in weak boson fusion
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However,  this assumption turns out to be incorrect  and, in fact, one can get larger 
O(6-10%) corrections for fiducial (WBF cuts)  cross sections and kinematic distributions.  
Often, the shape of those corrections seems rather different from  both the  NLO and/or 
parton shower predictions.  

Cacciari,  Dreyer, Kalberg, Salam, Zanderighi

�nocuts[pb] �VBF cuts[pb]

LO 4.032+0.057
�0.069 0.957+0.066

�0.059

NLO 3.929+0.024
�0.023 0.876+0.008

�0.018

NNLO 3.888+0.016
�0.012 0.826+0.013

�0.014

p
j1,2
? > 25 GeV, |yj1,2 | < 4.5,

�yj1,j2 = 4.5, mj1,j2 > 600 GeV,

yj1yj2 < 0, �R > 0.4

WBF cuts

Cross sections with and without WBF cuts

Monday, June 5, 17

•Large corrections in the VBF 
fiducial region [Cacciari, Dreyer, 
Karlberg, Salam, Zanderighi (2016)]

•Not always captured by PS. Most 
striking example: ∆yjj

•Partially understood as non-trivial 
jet dynamics [Rauch, Zeppenfeld 
(2017)]

• Are these observables under control? More PS comparisons?
• To which extent do we control non-factorizable effects?
• ggF contamination to VBF? (→ Andersen et al, arXiv: 1706.01002)

[Talk by F. Dreyer]



• Large effect of NNLO decay (gluon radiation)
• Massless vs massive decays
• Unrelated: gg→HZ@NLO with full mt dependence (e.g. with HH technology?)

Other channels: VH
Recent results: NNLO production x NNLO decay, massless b
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Figure 1: pp → W+H + X → lνlbb̄ + X at LHC with
√
s = 13 TeV. Transverse-momentum

distribution (left panel) and invariant mass distribution (right panel) of the leading b-jet pair
computed at full NNLO (red solid) and partial NNLO (blue dashes). The lower panels show the
ratios of the results. The applied cuts are described in the text.

of decreasing the transverse-momentum of the leading b-jet pair, making the pbbT distribution softer.

In Fig. 1 (right) we present the invariant mass distribution of the leading b-jet pair, Mbb. We
consider again the comparison between the full NNLO QCD prediction in Eq. (2) and the partial
NNLO prediction in Eq. (3) and we show the ratio of the two predictions in the lower panel. For
this observable the effect of the NNLO corrections to the decay rate are even more substantial.
While the position of the peak is rather stable around the value of the Higgs boson massMbb ≃ mH ,
the spectrum receives large positive corrections (up to +80%) for Mbb < mH and sizeable negative
corrections (from −30% to −10%) for Mbb ∼>mH . The large impact of these corrections can be
understood by noting that the leading order (LO) computation would produce an invariant mass
distribution which exactly fulfills the constraint Mbb = mH . Higher-order corrections to the decay
decrease the invariant mass of the leading b-jet pair. In the Mbb < mH region the partial NNLO
prediction (which contains just the NLO correction to the decay rate) is effectively a first-order
calculation and the next-order term is contained only in the full NNLO correction. Conversely,
higher-order corrections to the production cross section typically increase the invariant mass of
the leading b-jet pair and the region Mbb > mH receives contributions only from partons emitted
from the initial state. In this case the effect of the additional α2

S corrections contained in the
full NNLO calculation has a sizeable but moderate impact with respect to the partial NNLO
calculation.

We next turn to the case of ZH production and decay at the LHC at
√
s = 13 TeV. We

consider the invisible Z decay into neutrinos (Z → νν̄) and we require to have at least two b-jets
each with pbT > 25 GeV and |ηb| < 2.5 and a missing transverse energy Emiss

T > 150 GeV. The

5

[Ferrera, Som
ogyi, 

Tram
ontano (2017)]



Other channels: ttH

Chapter I.6. ttH and tH 175

Table 45: Fixed-order NLO and NLO+PS predictions for integrated tt̄ + b-jets cross sections at 13 TeV in bins
with nb � 1 and nb � 2 b jets.

Selection Tool �NLO [fb] �NLO+PS [fb] �NLO+PS/�NLO

nb � 1 SHERPA+OPENLOOPS 12820+35%
�28% 12939+30%

�27% 1.01

MADGRAPH5_AMC@NLO 13833+37%
�29% 1.08

POWHEL 10073+45%
�29% 0.79

nb � 2 SHERPA+OPENLOOPS 2268+30%
�27% 2413+21%

�24% 1.06

MADGRAPH5_AMC@NLO 3192+38%
�29% 1.41

POWHEL 2570+35%
�28% 1.13

dictions. The only significant differences between MADGRAPH5_AMC@NLO and SHERPA+OPENLOOPS
simulations lie in the employed parton showers and details of MC@NLO matching, thus the origin of the
observed discrepancy is likely to lie in the choice of shower starting scale in MADGRAPH5_AMC@NLO
combined with the higher intensity of QCD radiation in PYTHIA8 with respect to SHERPA. This is
confirmed by the further enhancement of the MADGRAPH5_AMC@NLO cross section in the bins with
nb � 3 and nb � 4 b-jets (see Figure 101), where the additional b quarks arise from g ! bb̄ parton-
shower splittings, which results in a much stronger sensitivity to shower effects. Note that this kind of
uncertainty for Nb = 3, 4 is not included in the quoted scale variations. In the SHERPA+OPENLOOPS
simulation, the size of scale uncertainties and the difference between NLO and NLO+PS predictions are
fairly similar to what observed at

p
s = 8 TeV in [425]. In particular, NLO+PS scale uncertainties range

between 20–30% in all b-jet bins and are smaller as compared to the case of fixed-order NLO. Scale vari-
ations in MADGRAPH5_AMC@NLO and POWHEL tend to be larger and agree well with each other for
Nb = 2, while POWHEL features a larger scale dependence in the other bins, especially for Nb = 3, 4.
These various differences can be attributed to the employed flavour-number schemes and to technical
aspects of the implementation of scale variations in the three different NLO+PS Monte Carlo tools.

I.6.8.e ttb differential analysis
Various differential observables for an inclusive ttb analysis with nb � 1 b-jets are presented in Fig-
ures 102–104. For all distributions that are inclusive with respect to extra light-jet emissions one observes
a rather similar behaviour as for the ttb cross section, i.e. SHERPA+OPENLOOPS, MADGRAPH5_AMC@NLO
and fixed-order NLO predictions agree well, while POWHEL lies about 20% lower. Only POWHEL fea-
tures significant shape distortions with respect to fixed-order NLO in the region of low rapidity and/or
low pT for the leading top and bottom quarks and for the tt̄ system (Figures 102–103). Observables
that explicitly involve the first light-jet emission (Figure 104) turn out to behave differently. While for
SHERPA+OPENLOOPS, POWHEL and fixed-order NLO there is mutual agreement within scale variations,
the MADGRAPH5_AMC@NLO prediction turns out to lie up to 50% higher at pT,j ⇠ 50 GeV. This
enhancement of QCD radiation in MADGRAPH5_AMC@NLO+PYTHIA8 disappears at pT,j ⇠ 150 GeV.
It is most likely related to what was observed above in b-jet bin cross sections with Nb � 2.

I.6.8.f ttbb differential analysis
Various differential observables for an inclusive ttbb analysis with nb � 2 b-jets are presented in Fig-
ures 105–109 Observables that depend on the top-quark and b-jet kinematics but are inclusive with
respect to extra jet emission are presented in Figures 105–107. For all such distributions a fairly good

•Known to NLOQCD (+NNLL) + NLOEW, including off-shellness and 
interference

•Fiducial cuts enhance tails → NLOEW
•dσ ∝ yt2 no longer true @NLOEW

•Proper description of background problematic.                                                
Most famous example: ttbb  

•Shower effects enhanced in the Higgs region…



Beyond single H: di-Higgs
•Full NLO result, with exact top mass dependence [Borowka et al (2016)]

•NNLO in the mt→ limit [de Florian et al (2016)]

•Reasonable approximations 
to extend 1/mt result beyond 
the top threshold (rescaled 
Born, exact real radiation) 
can fail quite significantly 

•Exact K-factor much less flat 
than for mt approximations

• Can we understand why approx fail (e.g. large box/triangle cancellations?)
• Best way to include NNLOHEFT?
• Use this technology for other processes, and gain extra information?



Final remarks

•A lot of progress for Higgs sector predictions. Many new results 
from last LH

•Still, many issues still need to be solved / investigated

•According to interests / expertise of the participants, try to tackle 
some of them

•Ideally, coordination with LHCHXSWG and CERN Theory 
Institute

ENJOY LES HOUCHES!


