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Optimizing HEP parameter fits: 
Fisher Information ML metrics and

Weight Derivative Regression (WDR)

Andrea Valassi (CERN IT)

Les Houches, 16 June 2023

Based on previous presentations (no new work since CHEP2019!):
IML Jul2021 - slides (https://indico.cern.ch/event/1054595)

CHEP2019 – paper (doi:10.1051/epjconf/202024506038), slides(doi:10.5281/zenodo.3523164)

CHEP2018 – paper (doi:10.1051/epjconf/201921406004), slides (doi:10.5281/zenodo.1303387)

IML Jan2018 – slides (doi:10.5281/zenodo.1300684), including a few toy examples  

https://indico.cern.ch/event/1054595
https://doi.org/10.1051/epjconf/202024506038
https://doi.org/10.5281/zenodo.3523164
https://doi.org/10.1051/epjconf/201921406004
https://doi.org/10.5281/zenodo.1303387
https://doi.org/10.5281/zenodo.1300684
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Overview: several related topics here

• In particular:

– Machine Learning metrics: training (loss functions) and evaluation

– My interest (from ALEPH times!): parameter measurements, e.g. EFTs

– My work now: Madgraph matrix elements on GPU... useful for ME reweighting!

• Disclaimer: I only present some ideas, not any concrete applications

– I am not doing physics analysis in any experiment now, I have no data

– I am happy to discuss and collaborate if you want to try this out...
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Different problems require different tools

(and different ML metrics...)

I focus here on HEP measurements of a parameter 
(and in particular on statistically limited measurements - but what I say has applications to systematics too)

The final goal: 

minimize the error  on the measurement

i.e.

maximize the Fisher information (1/)2 about 

→ the idea: use Fisher information 

as both the training and evaluation metric for any ML tool we use

(Aside: my personal opinion is that the AUC is utterly irrelevant in HEP... we can discuss that!)
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Measurement of a parameter 

Binned fit for  → Compare data in bin k to

model prediction nk as a function of 

You need samples of MC events for different values of 

There are two solutions:

EITHER: Generate N different samples

- Expensive: N x detector simulation

- -dependency affected by MC statistics

OR: Generate 1 sample + Reweighting

+ Cheaper: 1 x detector simulation

+ -dependency for each event
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Model prediction for nk()

Event-by-event Monte Carlo reweighting

1. Generate signal sample at ref

2. Full detector simulation
(MC truth xi

(true) → observed xi)

3. Reweight each event from  to ref

by the MC matrix element ratio
Example from LEP

Note: in Madgraph5_aMC@NLO, we are working 

on improving the infrastructure for reweighting 

samples of LHE event files (e.g. for EFT studies)
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Event-by-event sensitivity to 

MC-truth weight derivative i

For every MC event: compute and store the

derivative with respect to  of the MC weight wi

Here assume unweighted sample at =ref hence wi(ref)=1

I argue that this is 

the most important MC-truth property of an event 

in a fit for 

Rephrase: if you want to "unfold" 

some generator-level event properties from detector-level observable,

you only really need to unfold this single variable!

More on this later (Weight Derivative Regression)
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The goal: partition by the evt-by-evt sensitivity i

What counts in your fit is your sharpness: 

how good you are at separating (resolving) events with different i 

(a term coming from probabilistic metrics – Brier score – in Meteorology)

There is an information gain in partitioning two events i1 and i2
in two 1-event bins rather than one 2-event bin

if their sensitivities i1
and i2

are different

Goal of a distribution fit: partition (RESOLVE!) events by their

different MC-truth event-by-event sensitivities i to 
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𝙸 with an ideal detector
(for a given luminosity)

Maximum achievable 𝙸
with an ideal detector

(1) Ideal acceptance

(2) Ideal resolution on i

(3) Ideal background rejection

IF 

you were able to know the true (generator-level) weight derivative of each event,

THEN

you would be able to achieve the IDEAL MESUREMENT OF 

Minimum achievable error for a given luminosity

Easy to calculate for any measurement (including EFT)
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Measuring suboptimal detectors and suboptimal analyses

Fisher Information Part (FIP)

FIP is a metric between 0 and 1 – higher is better

Fisher Information Part (FIP)
fraction of “ideal” information 

retained by a given analysis

Applications?

(1) Quantitatively understand why  is larger than the minimum ideal 

(2) May be used as both an evaluation metric and a training metric for ML analyses
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Weight Derivative Regression (WDR): train qi for i

Goal of a distribution fit: separate events with 

different MC-truth event-by-event sensitivities i to 

But i is not observable on real data events!

Weight Derivative Regression:

train a regressor qi=q(xi)

on detector-level MC observables xi

against the MC-truth i = wi/
for a mix of signal and background MC events

Then determine 

by the 1-D fit of q(xi) 
for real data events xi

Training metric: maximize FIP*

Evaluation metric: maximize FIP

(* ~equivalent to minimizing MSE for i)
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WDR vs. Optimal Observables

The WDR idea was inspired by the 

Optimal Observables (OO) method

Both OO and WDR partition data by an 

approximation of a MC-truth sensitivity i to 
(OO does not use MC weight derivatives but it is similar)

MC-truth 

sensitivity i
(MC truth)

MC-truth 

event properties xi
(MC truth)

MC observable 

event properties xi
(MC)

MC-truth to MC-truth

functional dependence

i
(MC truth) = f( xi

(MC truth) )

Data observable 

event properties xi
(DATA)

Fit optimal observable
OOi

(DATA) =  f( xi
(DATA) )

OOi
(MC) =  f( xi

(MC) )

Detector-level MC to MC-truth 

Weight Derivative Regression

i
(MC truth) ~ q( xi

(MC) )

Data observable 

event properties xi
(DATA)

Fit WDR regressor
qi

(DATA) =  q( xi
(DATA) )

qi
(MC) =  q( xi

(MC) )

The difference is in where the

effect of detector resolution 
is taken into account

Like OO, WDR can be 

useful in coupling/EFT fits? 
(more than in mass fits) 
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WDR vs. other related methods (slide needs updating...)

• Matrix Element Method

– MEM: needs event-by-event integrals (convolution of detector response function)

– WDR: no event-by-event integrals (full detector simulation + reweighting)

• MadMiner, "Mining gold", Sally, “Learning the score” (Brehmer, Cranmer et al.)

– arXiv:1805.00020, arXiv:1907.10621, arXiv:2010.06439 ...
• Plus Brehmer et al.’s earlier work on information geometry arXiv:1612.05261

– Sally learns the Fisher score – very similar to WDR which learns (w/)/w

– WDR: derived from predictions of real & ideal ; focuses on metrics (FIP, MSE)

– I know Sally too little to give more comments on the similarities or differences...

• ThickBrick (Matchev, Shyamsundar) – doi:10.1007/JHEP03(2021)291

– Part 1 binary classifiers (signal/bkg), Part 2 ( fits) was in preparation in 2021

• Quadratic Classifier (Chen, Glioti, Panico, Wulzer) – arXiv:2007.10356

– Learn w()/w(SM) – while WDR learns (w/)/w

• Boosted Information Trees (Chatterjee, Schoefbeck, Schwarz et al.)

– arXiv:2107.10859, arXiv.org:2205.12976 - similar to WDR in its training metrics

https://arxiv.org/abs/1805.00020
https://arxiv.org/abs/1907.10621
https://arxiv.org/abs/2010.06439
https://arxiv.org/abs/1612.05261
https://doi.org/10.1007/JHEP03(2021)291
https://arxiv.org/abs/2007.10356
https://arxiv.org/abs/2107.10859
https://arxiv.org/abs/2205.12976
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...Aside...

ML metrics: us (HEP) and them (other sciences)

• Again: different problems require different tools and metrics!

– Solutions developed in other sciences may work for us, or they may not

– And there is no one-size-fits-all solution (in this talk: parameter measurements!)

• Example: "everyone" in ML (and HEP?) seems to use the AUC

– Who invented the AUC? Why? Is it relevant for us in HEP? Read, read, read!

– The AUC comes from Psychophysics and Medical Diagnostics: it is the 

"probability that a randomly chosen diseased subject is correctly ranked with 

greater suspicion than a randomly chosen non-diseased subject"

– In HEP, then, the AUC is the "probability that a randomly chosen signal event is 

correctly ranked more signal-like than a randomly chosen background event"...

• ...so what?? is this relevant for us?... (and what about insensitivity of the AUC to 

prevalence? or crossing ROCs? or the irrelevance of Rejected Background in HEP?)

– In my opinion: in HEP we do not need ranking metrics, we need probabilistic 

metrics that take into account partitioning... just like in Meteorology!

• FIP metrics have many similarities to the Brier score and other Meteorology metrics...
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Conclusions

• Metrics, metrics, metrics!

– Each problem needs different evaluation and training metrics: which ones for you?

– Do not be afraid to build your own metrics (pen, paper, no laptop...)

• Read, read, read!

– Understand why others developed some tools that we use (is AUC relevant?)

– Get new ideas from others that may help us (who would dream of Meteorology?!)

• What I have presented – which may be relevant for EFT measurements

– A formalism to discuss the expected  using evt-by-evt MC weight derivatives i 

• First and foremost: separating events with different i is the most important goal in a fit

• A quantitative prediction of the minimum achievable  with an ideal detector

• A quantitative description (FIP) of how much we lose from efficiency, sharpness, purity

– A proposal to use a regressor of i as the “optimal observable” for fits
• Probably many similarities to the “learning the Fisher score” and BIT approaches

– A proposal to use FIP (or maybe MSE) as both training and evaluation metric

• What I have not presented: results from concrete applications

– If you are interested to try this out, do not hesitate to contact me!
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Reading is a revolutionary act
(Inge Feltrinelli, 1930-2018)

THANK YOU! QUESTIONS?

Reading Room, British Museum
Diliff (own work, unmodified) CC BY 2.5

https://commons.wikimedia.org/w/index.php?curid=564849
https://creativecommons.org/licenses/by/2.5/deed.en
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Backup slides
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Learning from others

Evaluating the evaluation metrics

Evaluation metrics of (binary and non-binary) classifiers 

have been analysed and compared in many ways

There are two approaches which I find particularly useful:

1. Studying the symmetries and invariances of evaluation metrics

2. Separating threshold, ranking and probabilistic metrics

Example: (ir)relevance of True Negatives: 

in my CHEP2018 talk  

Example: AUC (ranking) vs. MSE (probabilistic): 

in my CHEP2019 talk 
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The sensitivity i depends on 

It is a derivative!                a

Dependency on  is very strong if  is a mass

Dependency on  is lower if  is a coupling (e.g. EFT?)

In the following discussion of expected errors,

may assume that it is calculated at the true value of 
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Compute the expected  from the sensitivity i

Express  in terms of the 

Fisher Information about 

𝙸 = 1/()2 

Minimizing  means maximizing I

Easy to compute the statistical error 

in terms of average bin-by-bin sensitivities:
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Beyond the signal-background dichotomy
(hence: from binary classification to non-binary regression)

For what concerns 

statistical errors in a parameter fit,

there is no distinction between 

background events and

signal events with low sensitivity (|i|~0)

Background events have i=0

because by definition they are insensitive to 

Signal events may have sensitivity i>0, i=0 or i<0

(special case: cross-section fit i=1/s)

• Signal events with low sensitivity are a nuisance just as much as background events

–Mixing high-i signal events with background or low-i signal dilutes their sensitivity!

• NB: binary classification (signal/background) extensively discussed in CHEP2018 talk

–cross section measurement by counting experiments: FIP1 metric

–cross section measurement by scoring classifier fits: FIP2 metric
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There are three ways in which your analysis may be suboptimal!

FIP decomposition: efficiency, sharpness, purity

• (1) i
2-weighted signal efficiency

–you are losing some signal events (especially bad if they have high i)

• (2) i resolution (sharpness!) for signal events

–you are mixing signal events with different i (diluting those of high i)

• (3) i
2-weighted signal purity: i resolution (sharpness) for background events

–you are mixing background (i=0) and signal (especially bad if high i)

• Again, this is true no matter which analysis method you use...

Sharpness: how well do 

we separate events with 

different sensitivities i? 

(term from Meteorology)
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 1

Limits to knowledge: a realistic detector

Limited detector resolution
In the multi-dimensional space 

of event observables x,

it is impossible to resolve:

- signal events with high i

from signal events with low i:

average sensitivity is (x)

- signal events i=1 

from background events i=0:

average purity is (x)

Note: will not discuss here if/how you can/should estimate 

FIP(max) from (x) and (x) – would need a detector 

response convolution as in the matrix element method

Limited detector acceptance
(detector geometry, trigger rate):

factor this out in FIPACC  1

FIP is a metric in [0,1], but 

the detector acceptance and resolution 

limit it to 0  FIP  FIP(max) < 1

If you think you achieved FIP>FIP(max)

in ML training then you are overtraining

(you are resolving events 

better than your detector allows you to do)
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Maximizing FIP = Minimizing MSE 
(in Decision Trees)

Mean Squared Error 

(regressor qi vs true i) 

MSE decomposition: MSE = MSEcal (calibration) + MSEsha (sharpness)  

Paraphrases the Brier score decomposition in Meteorology! 

Decision Tree training : MSEcal=0 by construction; maximizing FIP is equivalent to minimising MSE!

Consequence: reasonable to minimize MSE also to train other regressors (NNs)?

FIP is related to MSEsha
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Further information in previous talks/papers

• Cross section =s measurements: binary classification (CHEP2018 talk)

– Signal events are all equivalent (same event-by-event sensitivity i=1/s to =s) 

– Counting experiments: metric FIP1 (efficiency * purity)

– Scoring classifier fit: metric FIP2 
• Equivalence between FIP2 and Gini for decision tree training

• FIP2 as an integral from the ROC and PRC – difference with areas AUC and AUCPR

– Learning from others: Medical Diagnostics, Information Retrieval, ML
• Comparison with AUC, Accuracy, F1

• Extensive literature on AUC limitations and crossing ROC curves

• Symmetries and invariances (TNs are irrelevant in HEP)

• Beyond binary classification: DCG, example-dependent cost-sensitive classification...

• Parameter  measurements: from binary classification to regression (CHEP2019 talk)

– Signal events are not all equivalent (different event-by-event sensitivity i to ) 

– More complete discussion of parameter fits, WDR: metric FIP3 (this talk)

– Learning from others: Meteorology, Medical Prognostics
• Three types of metrics: threshold, ranking, probabilistic

• HEP needs probabilistic metrics (just like Meteorology and Medical Prognostics)

• Many details are available in the backup slides at the end of this slide deck
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Learning from others: HEP does not need ranking, or ranking metrics 

HEP needs partitioning, and probabilistic metrics

AUC (Area Under the ROC Curve): probability 

that a randomly chosen diseased subject 

is correctly rated or ranked with greater suspicion 

than a randomly chosen non-diseased subject

Ranking, and ranking metrics
Pick two events at random and rank them

Meteorology → probabilistic evaluation of weather prediction

Rain forecast was 30% for these 10 days: actual rainy days?

Medical Prognostics → probabilistic evaluation of survival prediction

5yr survival forecast was 90% for these 10 patients: actual survivors?

HEP parameter fits → probabilistic evaluation of measurement of 
MC forecast for #events in this bin is 10 (20) for =1 (2): actual data? 

Medical Diagnostics → ranking evaluation of diagnostic prediction

Patient A is diagnosed as more likely sick than B: how often am I right? 

Partitioning, and probabilistic metrics
Group events and make a forecast on each subset

Sharpness (from MSE): how well can I resolve 

days with 10% and 90% chance of rain?

Patients with 10% and 90% 5yr survival rate?

Signal events with high sensitivity to  from 

(signal or background) events with low sensitivity? 

Validity, Reliability, Calibration Sharpness, Resolution, Refinement

IRRELEVANT FOR HEP PARAMETER FITS? ESSENTIAL FOR HEP PARAMETER FITS!
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More backup slides
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Foreword – a classic ML problem: regressor training
(a frequentist dinosaur’s view of Machine Learning)

Classic ML problem: create a model q(x)=R(x) to predict 

the value of (x) in a multi-dimensional space of variables x
https://openclipart.org

(I focus on Decision Trees because of 

the similarities to binned distribution fits; 

but the idea applies also to NNs et al...)

Always use the same metric 

for training and evaluation!

For parameter fits: 

Fisher Information Part (FIP)

Choosing a ML methodology implies several choices:

For parameter fits:

Weight Derivative 

Regression (WDR)

0. The true variable (x) to regress

1. The shape of the function R(x):

i.e. how we choose to model (x)
Examples: decision tree (sparsely uniform), 

neural network (sigmoids), linear discriminant...

2. The training metric: a “distance” 

of R(xi) to (xi) or i to minimize, or  

a property of R(xi) to maximize
Examples: Gini, Shannon entropy/information, MSE...

3. The evaluation metric: how good 

is R(x)? is it better than R’(x)?
Examples: ROC, AUC, MSE, Brier...

https://openclipart.org/
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Executive summary: WDR in a nutshell (one slide!)
• Goal: minimize statistical error  in fit of a single parameter  (e.g. EFT coupling)

– i.e. maximize Fisher information                about 

• Write analytical formula for expected  (in terms of 𝙸) in a binned fit

– 𝙸 depends on the event-by-event MC-truth weight derivative i

– Note: for background, i=0; for signal, i[+,-] (but i=1 for cross section fits)

• Easy to prove that 𝙸 is maximized if events are binned according to their true i

– Derive a formula for the maximum achievable                        in an “ideal” case

– Evaluation metric (quality of the measurement): FIP=𝙸/𝙸
(ideal) (with FIP[0,1])

– Bonus, factorize FIP into: (1,2) i-weighted efficiency, purity; (3) signal i-resolution

• ML implications: for each event i, you only need to know the MC-truth value of i

– From detector level observables x, build a regressor R(x) for (x); fit  from R(x)

– Training metric if R is a decision trees (DT): maximise FIP (i.e. minimize ) 

– Easy to see FIP is related to MSE for DTs: minimize MSE to train R if it is a NN

• Bonus, compare HEP evaluation/training metrics to those of other domains

– FIP is a probabilistic metric, as Brier score in Meteorology (same decomposition!)

– We do needs threshold metrics, but only in counting experiments (e.g. FIP1=)

– IMO, ranking metrics (e.g. AUC from Medical Diagnostics) are irrelevant in HEP...
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Binary classifier metrics outside HEP – discrete classifiers (yes/no decisions)

HEP cross-section in a counting experiment

By the way: /s=1 where FIP1/=FIP1/s (just like for F1)

• Measurement of a total cross-section σs in a counting experiment

• A distribution fit with a single bin

• Well-known since decades if final goal is to minimize statistical error σs

– Maximise εs*ρ (“common knowledge” in the LEP2 experiments) → “FIP1”

– NB: This metric only makes sense for this specific HEP optimization problem!
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• Medical Diagnostics
– All patients are important, both truly ill (TP) and truly healthy (TN)

– e.g. ACC metric depends on all four categories: average over TP+TN+FP+FN

• Information Retrieval
– Based on qualitative distinction between “relevant” and “non relevant” documents

– e.g. F1 metric does not depend on True Negatives
• Rejected “irrelevant” documents are utterly irrelevant

• HEP (cross section measurement by counting)
– Based on qualitative distinction between signal and background

– e.g. FIP1 metric does not depend on True Negatives
• Measured cross section cannot depend on how many background events are rejected

HEP is more similar to Information Retrieval than to Medical Diagnostics

(qualitative asymmetry between positives and negatives)

Binary classifier metrics outside HEP – discrete classifiers (yes/no decisions)

A brief comparison of MD, IR and HEP

Invariance under TN change is only one 

of many useful symmetries to analyse
[Sokolova-Lapalme, Luque et al.]
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Binary classifier metrics outside HEP – scoring classifiers

HEP: cross section in a counting experiment
(maximize FIP1 – the AUC is misleading!)

Choice of operating point is simple:

- Plot s as a function of s 

- Choose the point where s is maximum

To minimize the statistical error Δσ:

Maximize             F

Choice between two classifiers is simple:

- Determine max (s) for each

- Choose the classifier with the higher max

NB1: The choice depends on prevalence
[which is fixed by physics and approximately known in advance] 

NB2: AUC is misleading and irrelevant in this case

FIP1 AUC

Range 

in [0,1]
YES YES

Higher 

is better
YES NO

Numerically

meanigful
YES NO

RED: 

HIGHEST 

AUC RED: 

LOWEST 

Δσ2

BLUE: 

LOWEST 

Δσ2

But there are better ways 

than a counting experiment 

to measure a total cross section 

in this case…
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Binary classifier metrics outside HEP – scoring classifiers

HEP: cross section by a fit to the score distribution

This is the most common method 

to measure a total cross section

(example: a BDT or NN output fit)

Use the scoring classifier D to partition events, 

not to accept or reject events

Keep all Stot events and partition them in K bins

There is a benefit in partitioning events 

into subsets with different purities because

Better than a counting experiment for two reasons

- All events are used, none are rejected

- Those which were previously in a single bin are now subpartitioned
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FIP2 from the ROC (+prevalence) or from the PRC

Compare FIP2(ROC) to AUC

Compare FIP2(PRC) to AUCPR

*Convert ROC to convex hull

- ensure decreasing slope

- avoid staircase effect that would artificially inflate FIP2

(bins of 100% purity: only signal or only background)

dεs: proportional 

to #signal events 

in bin

dεs/dεb: related 

to purity in bin

FIP2: integrals on ROC and PRC,

more relevant to HEP than AUC or AUCPR!

(well-defined meaning for distribution fits)

• From the previous slide:

• FIP2 from the ROC (+prevalence             ):

• FIP2 from the PRC:

• Easier calculation and interpretation from ROC (+prevalence) than from PRC
– region of constant ROC slope = region of constant signal purity

– decreasing ROC slope = decreasing purity
• technicality (my Python code): convert ROC to convex hull* first
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HEP estimation of parameter  in a binned distribution fit 

FIP2(max) example
(and overtraining)

FIP2 is a metric in [0,1]

but the detector resolution 

effectively determines a FIP2(max) < 1
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FIP1:

FIPeff =

FIPpur=

HEP estimation of parameter  in a binned distribution fit 

FIP1 and FIP2 revisited

FIPsha=1 for both 
(dichotomous, all signal events are equivalent)

FIP2:

FIPeff =1

FIPpur=FIP2



A. Valassi – HEP parameter fits and Weight Derivative Regression Les Houches – 16 June 2023 36/15

Binary classifier metrics outside HEP – beyond binary classification

Non-dichotomous truth: examples

Response: partitioning + ranking

Response: yes/no decision

HEP-like: 

probabilistic!

• Medical Diagnostics → continuous scale gold standard

– The Obuchowski measure, e.g. five stages of liver fibrosis

• Information Retrieval → graded relevance assessment and DCG

– Discounted Cumulated Gain

• ML (for finance) → example-dependent cost-sensitive classification

– Payoff matrix for transaction x$:

• Meteorology → probabilistic evaluation of weather forecasts

– Rain forecast was 30% for these 10 days: actual rainy days?

• Medical Prognostics → probabilistic evaluation of survival forecasts

– 5yr survival forecast was 90% for these 10 patients: actual survivors?

• HEP measurement of  → evt-by-evt sensitivity to 
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Background events by definition are insensitive to 

Signal events may have positive, zero or negative sensitivity

The distinction between 

signal events with low (|i|~0) sensitivity

and background events is blurred
(example: events far from an invariant mass peak)

: mass, coupling

NON-DICHOTOMOUS

: cross section σs

DICHOTOMOUS

Changing the signal cross section ~is a 

global rescaling of all differential distributions

In a cross section measurement

All background events are equivalent to one another

All signal events are equivalent to one another

HEP estimation of parameter  in a binned distribution fit 

Signal and background are not dichotomous classes
(with one exception: cross section measurements)
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Detector

Trigger

Data processing

PHYSICS ANALYSIS

Event selection (Sig vs Bkg)

Event partitioning

Max likelihood fit

Particles produced 

in beam collisions

Raw data events

Analysis object data

Event counts in individual 

bins of a distribution

Measured value of the 

parameter M ± M

A max likelihood fit is 100% 

efficient: it achieves the CRLB, 

for the given event selection 

and event partitioning

FIP

CRLB

HEP estimation of parameter  in a binned distribution fit 

From CRLB to Fisher Information Part (FIP)
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signal 

events

signal 

events

signal 

events

I factor out 

detector/trigger acceptance 

and compute FIP3 

with respect to Stot

Detector

Trigger

Data processing

PHYSICS ANALYSIS

Event selection (Sig vs Bkg)

Event partitioning

Max likelihood fit

Particles produced 

in beam collisions

Raw data events

Analysis object data

Event counts in individual 

bins of a distribution

Measured value of the 

parameter M ± M

HEP estimation of parameter  in a binned distribution fit 

Two optimization handles: event selection and partitioning

FIPALL
FIPACC

FIP3
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NB: Shannon information 

is a very different metric!

i.e. I will treat errors  and 

information I as equivalent concepts

Estimation of a parameter 

Fisher information (about a parameter ) 

• Fisher information I is a useful concept because

– 1. It refers to the parameter  that is being measured

– 2. It is additive: the information from independent measurements adds up

– 3. The higher the information I, the lower the error  achievable on 

Cramer-Rao lower bound CRLB

(lowest achievable variance 2)

• Some estimators achieve the CRLB and are called efficient

– Example: a maximum likelihood fit (given the event counts in a given partitioning scheme)

• In the following I will express statistical error  in terms of information I
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For a given partitioning scheme with K bins
(nk is the number of selected events in bin k)

Statistical errors: information adds up

Each bin is an independent measurement with error

(Combination more complex with systematic errors, or for searches)

Bin-by-bin sensitivity to 

HEP estimation of parameter  in a binned distribution fit 

Fisher information I about  (statistical errors) 
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Backup slides – CHEP2019 slides
(CHEP 2019 slides: https://zenodo.org/record/3715951)

https://zenodo.org/record/3715951
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This is a follow-up of my CHEP2018 talk about

binned fits of a parameter 

Previous CHEP2018 talk

Event selection 

Binary classification

Bin-by-bin sensitivity to 

Cross-section fits (FIP1, FIP2)

Medical Diagnostics (AUC), 

Information Retrieval (F1)

Compare to and learn 

from other domains

Evaluation and training metrics:

Fisher Information Part 

Talk: https://doi.org/10.5281/zenodo.1303387

Paper: https://doi.org/10.1051/epjconf/201921406004

This CHEP2019 talk

Event partitioning

Non-binary regression

Event-by-event sensitivity to 

Mass fits, Coupling fits (FIP3)

Meteorology (MSE, Brier), 

Medical Prognostics

WEIGHT DERIVATIVE REGRESSION

MINIMUM ERROR WITH AN IDEAL DETECTOR

https://doi.org/10.5281/zenodo.1303387
https://doi.org/10.1051/epjconf/201921406004


A. Valassi – HEP parameter fits and Weight Derivative Regression Les Houches – 16 June 2023 44/15

Outline

• 1 - HEP parameter fits and Weight Derivative Regression

• 2 - Learning from others

• Conclusions

This talk only provides some maths and some literature review

No toy model or concrete applications are presented
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1 – Binned fit of a parameter 

There are two handles 

to minimize the 

statistical error  :

1. Event selection
Signal-background discrimination

2. Event partitioning
Variable(s) for the distribution fit

I only discuss the statistical error  in this talk
(I ignore systematic errors, even if at LHC they are the limitation)

My CHEP2018 talk: 

event selection

This CHEP2019 talk: 

event partitioning
(selection is a special 

case of partitioning)
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1 – Binned fit of a parameter 

Fisher Information 
𝟏

()𝟐
from bin-by-bin sensitivities

For a given partitioning scheme with K bins
(nk is the number of selected events in bin k):

Bin-by-bin sensitivity to Statistical errors:

information adds up

(independent bins)

Minimizing  is 

equivalent to 

maximizing I
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My CHEP2018 talk: 

FIP evaluation of event selection

For a given data set and given partitioning, 

FIP compares I to I
(ideal) for the ideal 

selection (select all signal, reject all bkg) 

There are two handles to 

minimize the statistical error  :

1. Event selection
Signal-background discrimination

2. Event partitioning
Variable(s) for the distribution fit

1 – Binned fit of a parameter 

Fisher Information Part (FIP)

FIP is a metric between 0 and 1 – higher is better

Fisher Information Part (FIP): the 

fraction of the information available “in an 

ideal case” retained by a given analysis

This CHEP2019 talk: 

FIP evaluation of event partitioning

For a given data set,

FIP compares I to I
(ideal) for the ideal 

partitioning (and the ideal selection)

But what is the smallest statistical 

error achievable on a given data set 

with ideal partitioning and selection?

Enter event-by-event sensitivities
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1 – Binned fit of a parameter 

Event-by-event Monte Carlo reweighting

Fit for  → Compare data in bin k to

model prediction nk as a function of 

1. Generate signal sample at ref, with wi(ref)=1
(By definition, background does not depend on )

2. Full detector simulation
(MC truth event properties xi

(true) → observed event properties xi) 

3. Reweight each event by matrix element ratio

Monte Carlo reweighting: used extensively at LEP

Simpler than Matrix Element Method (no integration)

[see Gainer2014, Mattelaer2016 for hadron colliders]
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1 – Binned fit of a parameter 

Event-by-event sensitivities i: MC weight derivatives

Bin-by-bin model prediction nk()

The bin-by-bin sensitivity to  in bin k is the

average in bin k of the event-by-event sensitivity i to 

Define the event-by-event sensitivity i to  as the

derivative with respect to  of the MC weight wi

(normalized by 1/wi, but wi(ref)=1 at the reference =ref)

Aside: w/ is closely related to

the Fisher score (but the latter is

defined as the derivative of a

probability normalized to 1)
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1 – Binned fit of a parameter 

Beyond the signal-background dichotomy

For what concerns 

statistical errors in a parameter fit,

there is no distinction between 

background events and

signal events with low sensitivity (|i|~0)

Background events have i=0

because by definition they are insensitive to 

Signal events may have sensitivity i>0, i=0 or i<0

(special case: cross-section fit i=1/s)

Effect of background:

it dilutes by a factor k  1

the bin-by-bin 

sensitivity and information

for signal events alone

Bin-by-bin purity k  1:

Bin-by-bin sensitivity k

of signal events alone:

Bin-by-bin sensitivity <>k

of signal + background:

Information from all bins 

for signal + background:
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1 – Binned fit of a parameter 

Ideal case: partition by the evt-by-evt sensitivity i

There is an information gain

in partitioning two events i1 and i2 in

two 1-event bins rather than one 2-event bin

if their sensitivities i1
and i2

are different

Goal of a distribution fit: partition events by their

different MC-truth event-by-event sensitivities i to 

Knowing one’s limits: maximum achievable 

information with an ideal detector

- Ideal acceptance, select all signal events Ssel=Stot

- Ideal resolution, measured i is that from MC truth

(implies ideal rejection of background events, i=0) 

Information I in terms of 

average bin-by-bin sensitivities:

How to achieve this in practice: next two slides (WDR)

Use I
(ideal) to compute FIP: following two slides
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1 – Binned fit of a parameter 

Weight Derivative Regression (WDR): train qi for i

Some of many caveats:

- Dependency of weight derivative on reference ref:

WDR easier for coupling fits than for mass fits?

- How feasible is it to compute and store MC-truth weight derivatives?

- How useful is this for measurements limited by systematics?

- Train q on signal + background and 1-D fit of q, or

train q on signal alone and 2-D fit on q and scoring classifier? 

- How to deal with simultaneous fits of many parameters?

Goal of a distribution fit: separate events with 

different MC-truth event-by-event sensitivities i to 

But i is not observable on real data events!

Weight Derivative Regression:

train a regressor qi=q(xi)

on detector-level MC observables xi

against the MC-truth i = wi/
for signal and background MC events

Then determine 

by the 1-D fit of q(xi) 
for real data events xi

Training metric: maximize FIP

Evaluation metric: maximize FIP

(or equivalently minimize MSE? see final slides)
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1 – Binned fit of a parameter 

WDR and Optimal Observables
The WDR idea was inspired by the 

Optimal Observables (OO) method

Both OO and WDR partition data by an 

approximation of a MC-truth sensitivity i to 
(OO does not use MC weight derivatives but it is similar)

MC-truth 

sensitivity i
(MC truth)

MC-truth 

event properties xi
(MC truth)

MC observable 

event properties xi
(MC)

MC-truth 

functional dependence

i
(MC truth) = f( xi

(MC truth) )

Data observable 

event properties xi
(DATA)

Fit optimal observable
OOi

(DATA) =  f( xi
(DATA) )

OOi
(MC) =  f( xi

(MC) )

Weight Derivative 

Regression

i
(MC truth) ~ q( xi

(MC) )

Data observable 

event properties xi
(DATA)

Fit WDR regressor
qi

(DATA) =  q( xi
(DATA) )

qi
(MC) =  q( xi

(MC) )

The difference is in where the

effect of detector resolution 
is taken into account

Like OO, WDR can be 

useful in coupling/EFT fits 
(more than in mass fits) 

https://indico.cern.ch/event/773049/contributions/3476179
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1 – Binned fit of a parameter 

FIP decomposition: efficiency, sharpness, purity

Numerator: Information retained by a given analysis 

using Nsel=nk events with the given detector

Denominator: maximum theoretically available information 

from the given sample of Ntot events (Stot signal events) 

if the true i  were known for each event (ideal detector)

Sensitivity-weighted

signal efficiency:

keep Ssel of Stot events

Sharpness

in separating signal events 

with different sensitivities:

partition Ssel signal events 

into K bins

Sensitivity-weighted 

signal purity

or equivalently

sharpness in separating 

signal events 

from background events:

dilution of signal sensitivity 

caused by bin-by-bin purity k“sharpness” as 

in meteorology: 

see later why
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 1

1 – Binned fit of a parameter 

Limits to knowledge: FIP for a realistic detector

Limited detector resolution
In the multi-dimensional space 

of event observables x,

it is impossible to resolve:

- signal events 

with high sensitivity i

from signal events 

with low sensitivity i:

average sensitivity is (x)

- signal events i=1 

from background events i=0:

average purity is (x)

Limited detector acceptance
(detector geometry, trigger rate):

factor this out in FIPACC  1

FIP is a metric in [0,1], but 

the detector acceptance and resolution 

limit it to 0  FIP  FIP(max) < 1
FIP>FIP(max) while training qi

implies overtraining…
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Reading is a revolutionary act
(Inge Feltrinelli, 1930-2018)

2 – Learning from others

Different problems in different domains require different metrics and tools…

Reading Room, British Museum
Diliff (own work, unmodified) CC BY 2.5

https://commons.wikimedia.org/w/index.php?curid=564849
https://creativecommons.org/licenses/by/2.5/deed.en
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2 – Learning from others

Evaluating the evaluation metrics

Evaluation metrics of (binary and non-binary) classifiers 

have been analysed and compared in many ways

There are two approaches which I find particularly useful:

1. Studying the symmetries and invariances of evaluation metrics

2. Separating threshold, ranking and probabilistic metrics

Example: (ir)relevance of True Negatives: 

in my CHEP2018 talk  

Example: AUC (ranking) vs. MSE (probabilistic): 

in this CHEP2019 talk (next 3 slides)  
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2 – Learning from others: Meteorology

MSE decomposition: Validity and Sharpness

MSE (mean squared error) 

of regressor prediction qi
versus the true i for event i:

MSE is a probabilistic metric 

for both evaluation and training

MSE decomposition 
(if the Ntot events are split into 

K partitions, with qi=q(k) i  k):

Paraphrases the “Brier score” 

decomposition in Meteorology

Validity, Reliability, Calibration Sharpness, Resolution, Refinement

Validity: in a partition with given true 

average sensitivity <k>, is the predicted 

sensitivity q(k) well calibrated?

~0 in training by construction

~0 in evaluation if there are no systematics 

Sharpness: how well do we separate

events with different true sensitivities i?

This is what determines the statistical error 

on the measurement of : related to FIP!
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2 – Leaning from others: Meteorology

FIP is related to Sharpness (MSE)

(Validity, Reliability, Calibration) MSEsha (Sharpness, Resolution, Refinement)

FIP is related to Sharpness:

In the ideal case: MSEsha=0 and FIP=1

(events with different i can be resolved)

Practical implication for Weight Derivative Regression:

MSE is the most appropriate loss function for training the WDR regressor
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2 – Learning from others: HEP does not need ranking, or ranking metrics 

HEP needs partitioning, and probabilistic metrics

AUC (Area Under the ROC Curve): probability 

that a randomly chosen diseased subject 

is correctly rated or ranked with greater suspicion 

than a randomly chosen non-diseased subject

Ranking, and ranking metrics
Pick two events at random and rank them

Meteorology → probabilistic evaluation of weather prediction

Rain forecast was 30% for these 10 days: actual rainy days?

Medical Prognostics → probabilistic evaluation of survival prediction

5yr survival forecast was 90% for these 10 patients: actual survivors?

HEP parameter fits → probabilistic evaluation of measurement of 
MC forecast for #events in this bin is 10 (20) for =1 (2): actual data? 

Medical Diagnostics → ranking evaluation of diagnostic prediction

Patient A is diagnosed as more likely sick than B: how often am I right? 

Partitioning, and probabilistic metrics
Group events and make a forecast on each subset

Sharpness (from MSE): how well can I resolve 

days with 10% and 90% chance of rain?

Patients with 10% and 90% 5yr survival rate?

Signal events with high sensitivity to  from 

(signal or background) events with low sensitivity? 

Validity, Reliability, Calibration Sharpness, Resolution, Refinement

IRRELEVANT FOR HEP PARAMETER FITS? ESSENTIAL FOR HEP PARAMETER FITS!
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Conclusions – HEP measurement of a parameter 

• MC weight derivatives (event-by-event sensitivities i to ) may be used :

–To determine the ideal partitioning strategy: partition by i

–To derive the minimum error on the measurement of  (ideal detector)

–To derive training and validation metrics to optimize the measurement

–To train a regressor qi of i (optimal observable) for a 1-D fit of 

• HEP parameter fits are closer to Meteorology than to Medical Diagnostics

–They use partitioning and need probabilistic metrics (sharpness, MSE)

–They do not use ranking and do not need ranking metrics (AUC)
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